
ABSTRACT

For 10 Gigabit Ethernet a CRC-32 generation is essen-
tial and timing critical. Many efficient software algo-
rithms have been proposed for CRC generation. In this
work we use an algorithm based on the properties of
Galois fields, which gives very efficient hardware. The
CRC generator has been implemented and simulated in
both standard cells and a full-custom design technique.
In standard cells from the UMC 0.18 micron library a
throughput of 8.7 Gb/s has been achieved. In the full-
custom design for AMS 0.35 micron process we have
achieved a throughput of 5.0 Gb/s. The conclusion,
based on extrapolation of device characteristics, is that
CRC-32 generation for 10 Gb/s can be designed with
standard cells in a 0.15 micron process technology, or
using full-custom design techniques in a 0.18 micron
process technology.

1. INTRODUCTION

Digital communication is becoming more and more
important and higher bit rates are constantly required.
To manage this, not only the optical fibers have to work
at higher speeds, but also the electronic equipment at
the ends of these fibers. One thing that has been proven
hard to speed up is the checksum calculation and espe-
cially the type cyclic redundancy check (CRC), which is
used for example in the Ethernet and ATM protocols.

In the proposal for the new 10 Gb/s Ethernet standard it
is specified that CRC will still be used and also that the
minimum data unit is a symbol of 8 bits [1]. It is highly
beneficial to perform the CRC calculation at wire speed,
since buffering of all received data would imply high
power consumption and introduce an unnecessary delay
[2].

The aim of this paper is to show that it is possible to
perform the 32-bit CRC used in Ethernet (CRC-32) at
the speed of 10 Gb/s with process technologies avail-
able today. We look at two different designs and discuss
their performance based on our simulations. Since we
do not have access to cutting edge process technologies,
we base our conclusions on extrapolation of device
characteristics [9].

2. MODE OF OPERATION

All modern high-speed implementations of CRC make
use of parallelism. This gives an obvious advantage over
the original bit-serial implementation, since the required
clock frequency can be reduced with a factor corre-
sponding to the level of parallelism. In previous work,
we have investigated some different architectures for
parallel CRC generation and concluded that the fixed
logic implementation is somewhat faster than a look-up-
table based architecture [3].

The higher the parallelism, the lower the clock fre-
quency can be used. Hobson and Cheung [4] have pro-
posed a 32-bit parallel CRC-32 engine which could
reach 5 Gb/s. For Ethernet however, it is desirable to
have only 8-bit parallelism, since the minimum symbol
in an Ethernet packet is 8 bits. This is to avoid compli-
cated handling of initial and ending 8-bit symbols.

Glaise and Jacquart [5] have shown that the CRC-32
can be calculated efficiently by using the properties of
Galois fields. Several other optimizations to the CRC
algorithm have been made [6], but many of them are
only suitable for software and actually make a pure
hardware solution more complicated.

The general architecture of the CRC generator is shown
in figure 1. The middle register is the CRC register.
Since we have chosen the CRC-32 algorithm of Glaise
& Jacquart, the CRC register must be preset not to all
1’s, as in most software implementations, but to the vec-
tor, in hex, “46AF6449” [5]. To achieve the correct
CRC value, 4 bytes with all 0’s must also be supplied
after the actual data. The output must be inverted, which
is taken care of before the output register. The input and
output registers do not have set or reset, but the register
bits in the CRC register have set or reset according to
the vector mentioned above. It is assumed that the set,
reset, and clock signals can be generated to suit this
architecture. That implies for example, that the clock
signal is constantly “0” when set and reset are activated.
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3. IMPLEMENTATION CONSIDER-
ATIONS

The CRC generator has been implemented in two differ-
ent ways. The target technology for a full-custom
implementation was the 3 metal layer AMS 0.35 micron
process and the target technology for a synthesized stan-
dard cell implementation was the 6 metal layer UMC
0.18 micron process.

3.1. Standard Cell Implementation

A key to achieve high speed is to have a flip-flop with
low delay from clock to output and a high driving capa-
bility. The setup time should also be short. When doing
a standard cell implementation, some flip-flops should
be parallelized. This pertains to the flip-flops, that drive
critical paths. The fan-out is shared on two flip-flops, so
one is driving only the gate in the critical path and the
other one is driving all other gates, that need the same
input. By doing so the delay from the flip-flop to the
first gate in the critical path is minimized. An example
of this can be seen in figure 2. The input to the flip-flops
is not in the critical path, so loading the last gate with
two parallel flip-flops does not impact the maximum
clock frequency for the design. Unfortunately the syn-
thesis tool could not handle the parallelization of flip-
flops, therefore it had to be done manually in the RTL
code.

The CRC generator has been described in Mentor
Graphics Renoir and VHDL. Synthesis was performed
by Cadence Buildgates and timing-driven place&route
was made by Cadence Silicon Ensemble (SE).

The standard cell implementation consists of totally 432
cells, which require a chip area of 11111µm2.

3.2. Full-Custom Implementation

By using the equations of Glaise and Jacquart, we can
limit the maximum number of inputs to any of the bits
in the CRC register to 8. This leaves us with the logic
depth of 3 if we exclusively use 2 input XOR gates for
the combinational logic. In the full-custom implementa-
tion we use the XOR gate proposed by Wang et. al. [7],
which also was used by Hobson and Cheung.

To make the design work at the required high frequency,
sizing of the logic gates is needed due to the high fan-
out of some of the gates. Load balancing and logic shar-
ing are also two subjects for optimization. We have gen-
erally tried to share as much logic as possible to reduce
the fan-out of the CRC register.

In the full-custom design we have not used flip-flops for
the CRC register. Instead we have used two stages of
latches, with XOR gates and inverters merged into the
latches, an example is shown in figure 3. The inverter in
the latch is used as the last stage of the XOR gate. By
doing this we reduce the logic depth and hence the total
delay. The latches are the simplest possible, an inverter
followed by a transmission gate, which have proven to
be fast in [8].
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Figure 1. General architecture of the CRC generator
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Figure 2. Parallelization of flip-flops
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The XOR gates have one input, that is slightly faster
than the other. In the critical path we have throughout
the design used the faster input.

The full-custom implementation was designed in Men-
tor Graphics Layout Editor. The layout is shown in fig-
ure 4. Totally 908 transistors have been used and the
largest transistors have Wp=17µm and Wn=9 µm
respectively.

4. SIMULATION RESULTS AND STATIC
TIMING ANALYSIS

4.1. Standard Cell Implementation

For the standard cell implementation, the maximum
clock frequency was identified by using the static timing
analysis (STA) in Buildgates. When doing this, parasitic
wire capacitances extracted from the layout by Silicon
Ensemble were used.

A maximum clock frequency of 1.09 GHz was
achieved. That corresponds to 8.7 Gb/s of processed
data.

4.2. Full-Custom Implementation

The complete design has been simulated in switch-level
mode in Mentor Graphics LSim simulator to verify the
functional correctness.

Parasitic wire capacitances from the complete layout
were extracted and the critical path was manually iden-
tified to be the structure, which can be seen in figure 5.
When the simulation was performed, the critical path
was separated from the layout and the adequate para-
sitic capacitances were used. This was done in order to
be able to easily apply the worst-case input vector. The
critical path was simulated with HSpiceTM using level
49 with mean parameters.

Figure 3. XOR merged into positive latch, with active
low set signal
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Figure 4. Layout of the CRC Generator in the full-cus-
tom implementation (width 150µm, height 720µm).

Input and output registers are not included in the full-
custom design.



The critical path simulation gives a worst-case delay of
1.60 ns, which corresponds to a maximum clock fre-
quency of 625 MHz, and thus a throughput of 5 Gb/s is
achieved.

5. DISCUSSION AND EXTRAPOLA-
TION OF RESULTS

With 8-bit parallelism and 10 Gb/s requirement, obvi-
ously a clock frequency of 1.25 GHz is needed, i.e. a
clock period of 800 ps. However, this high speed cannot
be expected from the 0.35 micron process technology,
nor could it be achieved with the synthesized standard
cell implementation in a 0.18 micron process.

The synthesized standard cell implementation technique
is normally preferred in industry and therefore it is most
important to be able to use that technique in order to
achieve 10 Gb/s throughput. According to the SIA road-
map [9] the gate delay reduces with a factor of 1.27
when going from 0.18 micron to 0.15 micron technolo-
gies. We achieved 8.7 Gb/s in a 0.18 micron process and
thus, using the scaling factor, approximately 11 Gb/s
could be achieved with a 0.15 micron process. However,
the scaling factor 1.27 only considers gate delay reduc-
tion. It does not say anything of what will happen with
delays due to interconnects. The CRC generator is a
fairly small logic block and gate delays dominate over
delays due to interconnects. That means that we have
strong indications that at least 10 Gb/s will be achieved
in a 0.15 micron process.

If a full-custom implementation is made, it is possible to
achieve a throughput of more than 10 Gb/s with a 0.18
micron technology, since the scaling factor when going
from 0.35 micron to 0.18 micron technologies is more
than 2.

6. CONCLUSION

We conclude that it is possible to handle CRC-32 calcu-
lation for data streams up to 10 Gb/s by using a standard

cell synthesized design. The requirement is to use a 0.15
micron process technology.

A full-custom design can reach a throughput of more
than 10 Gb/s in a 0.18 micron process technology. This
requires that a high-performance XOR gate is used in
combination with fast latches and that a compact layout
is made.
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Figure 5. Critical path in the full-custom implementa-
tion. The loads specify the total output load, including
output capacitance of the driving stage, wire capaci-

tance, and input capacitance of the driven gates.
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