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Abstract—The upcoming systems for communication places new de-
mands on the performance of the signal processing elements. With the
increase in computation comes a demand for increase in communica-
tion between processing cores and memories that require a new ap-
proach for the on-chip bus system. This paper discusses the structure
and design approach for such a system-on-a-chip with emphasis on the
interconnect architecture and design issues.

I. INTRODUCTION

As the feature sizes of the manufacturing processes is
constantly shrinking, the possibility and demand for mo-
re functionality on a single chip goes up. This can lead
to many problems, e.g. as the memory access bandwidth
through the bus gets to low to cope with the demand.

When more and more functionality is to be crammed
onto a single chip it is often done in the classical way by
using multi-drop arbited buses to connect the processing
elements, both to each other and to the memory control-
ler. This has become inadequate for high end applications
primarily in communications where the demands on pro-
cessing and communication capacity has risen beyond the
upper limit of the bus designs. One common way to alle-
viate this problem is to use several on-chip point-to-point
links that constrain flexibility and reusability.

Our proposed architecture instead makes use of a two
dimensional switched interconnect structure to increase
the processing core to memory bandwidth and connecti-
vity to the desirable level.

In typical communication applications the most criti-
cal aspect of all systems is latency. Therefore the internal
communication and processing must be fast and relatively
predictable, thus disallowing the general use of cache me-
mories.

II. PLATFORM ARCHITECTURE

A natural extension to the bus-based design is to make
the bus more advanced and with higher performance, not
only in terms of bus clock speed, but also in connectivity,
compound bandwidth, maximum usage, and the number
of concurrent data streams. This is very similar to the step
taken in parallel computer design many years ago whe-
re the processing units are connected according to some
network topology of higher dimension than one. This will
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Fig. 1. Typical platform using switched interconnect

lead to higher performance in core-to-core and core-to-
memory communications. A generalized view of this can
be found in figure 1.

In current technology the main memory would typical-
ly be off-chip, but this is changing towards more on-chip
memory for future processes.

Typical applications for this platform would be a VoIP
gateway, baseband processing in a cellular phone base sta-
tion, or a future MPEG terminal.

III. INTERCONNECT CONSIDERATIONS

The thing that constrains the performance most of a old
fashion bus is the shared media in combination with the
global arbitration that is commonly used to resolve the bus
conflicts that can occur when two or more masters want to
use the bus at the same time.

By moving to two dimensions we simultaneously get
rid of both of those problems. The media is not globally
shared and arbitration is only needed for local conflicts in
the switching nodes and core connections (wrappers).

A more thorough description of the architecture consi-
derations can be found in an earlier publication [1].
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Fig. 2. Switched interconnect architecture with wrappers to encapsulate
the cores. (CoM=Core or memory port)

IV. INTERCONNECT ARCHITECTURE

Four principal parts make up the interconnect system
(network). These are the switches, links, wrappers, and
control. The switches include the routing controller and
an arbiter for resolving local route conflicts. The routing
algorithm currently under consideration can be labeled
pseudo-dynamic since it allows only for restricted dyna-
mic routing in case of switch conflicts. A fully dynamic
routing algorithm instead allows for unlimited routabili-
ty but is far more complex. A simple but efficient routing
algorithm would be a modification of the west-first algo-
rithm [2] with the additional functionality to route around
busy switches by allowing “wrong” turns under some cir-
cumstances. This will make the routability significantly
higher than the pure west-first algorithm while keeping
simplicity.

The wrappers handle the differences in protocol and
communication parameters between the individual IP co-
res and the network. By using configurable wrappers a lot
of repeated work in design and verification can be avoi-
ded when reusing the network for new chip designs.

The control circuit handles the startup and on-the-fly
configuration as well as exception handling and monito-
ring of the network, see section V. The links are simply
unidirectional point-to-point links that connect switches
and wrappers in the network.

A simulator for the system model of the interconnect
network is currently being implemented in C++. The in-
tention of the model/simulator is to answer many of the
questions that are currently under consideration regar-
ding routing algorithms, connectivity, capacity, etc. The si-
mulator is designed to allow several different routing al-
gorithms, arbiters, etc. to be evaluated.

V. CONFIGURATION AND CONTROL

The configuration of the interconnect network is typi-
cally done on two levels. The first part is done during chip
design where hardware related parameters like port wid-
ths and clocking scheme are configured. The other part is
the on-the-fly configuration which sets up dynamic (soft-
ware) parameters like fixed routes.

The control tasks in the network include monitoring the
function of the network as well as handling the exceptions
that may arise while the system is running. Exceptions
can, for example, be due to an error that cause some com-
munication hogging a route for an extremely long time.

VI. RELATED WORK

The concept of switched networks for on-chip solutions
has surfaced quite recently. Because of this there is not ve-
ry much work available on these kinds of systems. One of
the few is the work by Guerrier and Greiner [3]. They have
reached a high bandwidth, strong connectivity, and reaso-
nable silicon area. The drawback is that they use a pac-
ket switched fat tree topology that has the inherent draw-
backs of a quite high average latency and a probability
to get prohibitively high latencies for some packets. The
maximum usage is in practice also limited to approxima-
tely 40%-50%. This means that their solution is not very
suitable for chips in communication systems.

VII. CONCLUSIONS

As can be seen from the previously presented work [1]
it is clear that a switched interconnect structure will be fe-
asible and that it will have a high performance.

VIII. FUTURE WORK

Work is currently done on the C++ simulator. The re-
sults from this simulator will be used as a guide for a fu-
ture implementation of the switched interconnect system.
Further on, the wrappers will be investigated more tho-
roughly to examine the level of configurability.
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