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ABSTRACT
Programmability will be increasingly important in future
multi-standard radio systems. We are presenting a fully
programmable and flexible DSP platform capable of effi-
ciently performing channel estimation and Maximum Ra-
tio Combining (MRC) based channel equalization for a
large number of wireless transmission systems in soft-
ware. Our processor is based on a programmable DSP
processor with SIMD-computing clusters. We also map
Rake receiver kernel functions supporting a large number
of common Wireless LAN and 3G standards to this micro-
architecture. The use of the inherit flexibility for future
standards is also discussed. Benchmarking show that with
the proposed instruction set architecture, our architecture
can support channel estimation, equalization and decod-
ing of: WCDMA (FDD/TDD-modes), TD-SCDMA and
the higher data rates of IEEE 802.11b (CCK) at clock fre-
quency not exceeding 76 MHz.
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1 Introduction

The ever changing wireless network industry requires flex-
ible and versatile baseband processors to be able to quickly
adapt to new and updated standards. This requires pro-
grammable baseband processors in order to support multi-
ple radio standards, since a pure ASIC solution will not be
flexible enough. ASIC solutions for multi-standard base-
band processors are also less area efficient than their pro-
grammable counterparts since processing resources cannot
be efficiently shared between different operations.
In this paper we present a micro-architecture which com-
bines several SIMD computing clusters into a processor
core. (Clustered SIMD) Unlike other flexible Rake archi-
tectures [2], this architecture will run both the multi-path
search, Rake fingers and Maximum Ratio Combining
(MRC) in software. A clustered SIMD machine is defined
as a processor core with several heterogeneous SIMD-data
path clusters (i.e. a 4-way ALU and a separate 4-way
CMAC). In a clustered SIMD micro-architecture, only
one instruction is issued every clock cycle. Unlike VLIW-

machines, this micro-architecture will allow concurrent
vector operations and control flow instructions without the
drawbacks and memory usage of a pure VLIW machine.
The combination of SIMD units and an efficient memory
architecture allows us to drastically improve the processing
parallelism without adding extra complexity of VLIW
machines. We have chosen to map channel estimation and
correction of the following communication standards to
our architecture:

Standard Modulation Type
WCDMA CDMA/FDD 3G
WCDMA-TDD CDMA/TDD 3G
TD-SCDMA CDMA/TDD 3G
IEEE 802.11b DSSS/CCK Wireless LAN

Our processor architecture is proven by mapping the most
demanding algorithms to the architecture. We both include
Frequency Division Duplex (FDD) and Time Division
Duplex (TDD) CDMA-modes[1][4] in order to fully prove
the architecture. Time Division Duplex mode is the most
demanding mode since it requires very short computing
latency on the channel estimation compared to the FDD
mode where a pilot channel is transmitted simultaneously
with the data channel. By proving the TDD mode, we can
ensure architectural support for the less demanding modes.

The paper is organized as follows. In section 2, we
survey four different communication standards and pro-
vide an overview Rake based channel equalization. In
section 3, we discuss the proposed architecture. Then
in section 4 SIMD clusters are discussed. In section
7 scheduling is discussed. In section 8 our results are
presented. Finally conclusions are drawn in section 9.

2 Background

2.1 Survey of communication standards

The chip rate, the over-sampling rate (OSR) and the
required sampling rate for the investigated standards are
presented in the following table:



Standard Chip rate OSR Sample rate
IEEE 802.11b-DSSS 11 Mcps 2 22 MHz
IEEE 802.11b-CCK 11 Mcps 2 22 MHz
WCDMA-FDD/TDD 3.84 Mcps 4 15.36 MHz
TD-SCDMA 1.28 Mcps 4 5.12 MHz

By using an OSR of 4 for WCDMA/TD-SCDMA, the
multi-path searcher will provide sub-chip resolution with-
out fractional delay filters.

2.2 Rake based channel equalization

Rake receivers are often used in CDMA systems to cancel
inter-symbol interference resulting from multi-path propa-
gation and to utilize the multi-path diversity.
The idea of a Rake receiver is to identify a number of differ-
ent multi-path components and align them constructively,
both in time and phase, thus utilizing the created multi-path
diversity. The combination of the different components is
performed by Maximum-Ratio Combining (MRC).
The function of delaying a certain transmission path and
correct its phase is often referred to as a “Rake finger”.
A Rake finger is illustrated in Figure 1, and the principle of
a Rake receiver is presented in Figure 2.
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Figure 2. Principle of a Rake receiver.

The number of Rake fingers needed is determined by the
multi-path environment. In a Rayleigh fading outdoor envi-
ronment (ITU Pedestrian B) [3] up to 93% of the scattered
energy could be utilized by a four finger Rake.

2.3 Flexibility requirement

In 3G standards (WCDMA/TD-SCDMA) de-spreading is
accomplished by first de-scrambling the data by a scram-
bling sequence (Gold code), then by separating each data
channel by multiplication with an Orthogonal Variable
Spreading Factor (OVSF) code.
User data rates can be varied by either reducing the spread-
ing factor or by assigning multiple OVSF codes to a user.
Traditional Rake receivers are usually implemented as pure
ASIC solutions or as rigid accelerators to processor cores.
However, this diversity among CDMA based standards in-
cluding multi-code transmission requires large flexibility in
the receiver. In contrast, conventional Rake-receivers de-
spread each of the multi-path components by a single com-
pound code. This obstructs the use of multi-code transmis-
sion. However, by reordering the operations performed in
a Rake receiver and running them in a programmable en-
vironment, it is possible to facilitate multi-code de-spread
without any significant hardware overhead. In the CDMA
based Wireless LAN systems such as IEEE 802.11b[7],
data symbols are either spread by a sequence having good
auto correlation function, or modulated by Complementary
Code Keying (CCK). In this case the Rake receiver only
performs MRC on chip level.

2.4 Multi-path search

Channel estimation can be divided into several tasks:
Packet/Frame detection, multi-path search and symbol syn-
chronization. Multi-path search is performed by using
matched filters. However the diversity of the different stan-
dards render fixed matched filters inefficient. Since trans-
mission delays for the different multi-path components can
be large (greater than a number of symbol times), the chan-
nel estimator must not only search for synchronization on
chip level, it must also search for symbol synch on all
multi-paths.
In our processor the multi-path search is completely per-
formed by software running on a 4-way complex ALU
and a 2-way complex multiplication and accumulation
(CMAC) unit. The hardware micro-architecture is dis-
cussed in section 4.

3 Architecture overview

The processor is constructed as a DSP processor with mul-
tiple SIMD-execution units. The data paths are grouped
together into SIMD clusters. Each cluster has it’s own
load/store unit and vector controller. The clusters can ex-
ecute different tasks while every data path within a cluster
performs a single instruction on multiple data. The proces-
sor architecture is illustrated in Figure 3.
The processor core consists of five main blocks:

• A 4-way complex ALU.
• A 2-way CMAC.
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Figure 3. Processor micro-architecture

• A memory sub-system with address generators.
• A RISC-type controller.
• A partial interconnect network.

The SIMD units are the 4-way complex ALU, and the 2-
way complex MAC. The main difference between this pro-
cessor and a VLIW processor is the instruction issue pro-
cess. By only allowing one instruction issue per clock cy-
cle, excessive hardware could be saved. The SIMD clusters
can simultaneously run independent tasks. When a task is
finished, data are transfered between the SIMD units and
the processor core by a memory swap[5]. Hence costly
memory moves are avoided. Memory management is fur-
ther discussed in section 5.

3.1 Instruction set

The instruction set architecture of the processor consists of
three classes of compound instructions.

1. RISC instructions, operating on 16 bit integers.

2. DSP instructions, operating on complex numbers.

3. Vector instructions, running vector operations on a
particular SIMD-cluster.

The RISC-instruction class contains most control oriented
instructions and this instruction class is executed on the
controller unit of the processor. (Control ALSU and MAC-
unit). The DSP-instructions operate on complex-valued
data and are executed on one of the SIMD-clusters. Vector
instructions are extensions of the DSP instructions since
they operate on large data-sets and utilize advanced ad-
dressing modes and vector loop support.

3.2 Instruction issue

Analysis of baseband algorithms shows that the receiving
algorithm can be decomposed into task-chains with little

backward dependencies between tasks. This allows differ-
ent tasks to be performed in parallel on SIMD execution
units. However, these tasks normally operate on large data
sets, such as de-scramble or de-spread of a whole memory
block. Instead of using a VLIW-scheme, this property of
baseband processing is used in the design of the instruction
set architecture. To reduce the complexity and improve the
efficency of the control path, only one instruction can be
issued every clock cycle. However since vector (SIMD) in-
structions run on long vectors, many RISC instructions can
be executed during the vector operation. This is illustrated
in Figure 4.
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Figure 4. Instruction issue.

Unlike VLIW-machines, our architecture will allow con-
current vector operations and control flow instructions
without the drawbacks and memory usage of a pure VLIW
machine.



3.3 Task synchronization

In a micro-architecture containing several vector execution
units, data synchronization is important. In our architec-
ture, we provide special instructions for control flow syn-
chronization. As shown in Figure 4, several vector opera-
tions can be executed in parallel. By using idle instruc-
tions, the control flow can be halted until a certain vector
operation is completed.

4 SIMD processing clusters

This processor contains three execution units: the con-
troller unit and two SIMD clusters. Common to the two
SIMD computing clusters are the Vector controller and
Vector load/store unit. (VLU/VSU). The VLU is the inter-
face towards the memory blocks and the network interface.
The VLU can load data in two different ways. In one mode,
multiple data items are loaded each clock cyckle from a
bank of memories. In the other mode, data are loaded one
item at a time and then distributed to the SIMD-data paths
in the cluster. This later mode is used to reduce the number
of memory accesses when consecutive data are processed
by the SIMD cluster.

4.1 Vector-ALU unit

The complex vector ALU along with address and code gen-
erators are the main components used for Rake finger pro-
cessing.
By implementing a 4-way complex ALU unit with an ac-
cumulator, we can perform either four parallel correlations
or de-spread four different codes at the same time. These
operations are enabled by adding a “short” complex multi-
plier capable of only multiply by {0,±1; 0,±i}. The short
complex multiplier can be controlled from either the in-
struction word, a de-scrambling code generator or from a
OVSF code generator. All subunits are controlled from a
vector controller which manages load and store order, code
generation and hardware loop counting.
To relax the memory interface, a special vector load/store
unit is employed. The VLU/VSU contains registers to re-
duce the number of memory data fetches over the network.
If a consecutive data items are processed the load unit can
reduce the number of memory fetches by 3/4. A part of the
micro-architecture of the Vector ALU is shown in Figure 5.

4.2 Vector-CMAC unit

The control and load/store structures for the vector CMAC
unit are identical to the control structures of the Vector
ALU. The vector CMAC contains two full complex data
paths which can be run separately or together as a Radix-2
FFT butterfly. [6]

"1"

"0" "0" "0" "0"

Im

Re
Re

GUARD GUARD

−Im

Cin_re Cin_im

Re Im

IM_ACCRE_ACC

Vector load unit

Vector store unit

Figure 5. Part of vector ALU data path micro-architecture

5 Memory sub-system

Memory management and allocation are critical in order to
efficiently use SIMD architectures. The data memory con-
sists of several small memory blocks with its associated
Address Generator Unit (AGU). These memories are in
turn connected to a partial interconnect network[5] where
they can be connected to several different computing en-
gine ports. The memory sub-system design can be divided
into two different areas, address generation for Rake finger
processing and data movement architecture.

5.1 Rake finger addressing

The length of memory buffers used for delay equalization is
determined by the maximum delay-spread (∆t), the chip-
rate (1/Tc) and the OSR. The minimum memory length is:

N = ∆t · OSR
Tc

N = 184 when ∆t = 12µs[3], OSR=4 and 1/Tc = 3.84
Mcps. Delay equalization in the Rake fingers is performed
by using a circular memory buffer and a number of config-
urable address generators. Each physical memory contains
it’s own address generator capable of performing modulo
addressing and FFT addressing.
Only one memory is used by all Rake fingers. This mem-
ory serves as a circular buffer where one sample is written
and four samples are read for each input sample. To reduce
the complexity of the memory architecture, the memory ac-
cesses are time interleaved. For WCDMA Rake finger pro-
cessing the memory access rate is:



AGU AGU AGU
#3

AGU
#2 #4#1AGU

Write

Memory access controller

Memory array

Read/Write logic
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Access rate= OSR·(1+Nf )
Tc

= 76.8 [Mop/s]

Where Nf = 4 is the number of Rake fingers.

The use of a circular memory buffer with configurable ad-
dress generators allows us to handle transmission delays
many times greater than one symbol time. The maximum
transmission delay which is acceptable is only limited by
memory length.

5.2 Data movement architecture

In a clustered SIMD processor it is important to have an
efficient data movement mechanism to transport data be-
tween computing clusters. In our micro-architecture we use
memories connected to a partial network. These memories
can be connected to different ports on the different comput-
ing clusters. Since it is not necessary to connect all mem-
ories to all computing elements, the network is optimized
to only allow certain memory configurations, hence “par-
tial network”. In order to transfer data between these par-
tial networks, several memory blocks are assigned to both
sub-networks. These memory blocks are used as ping-pong
buffers between tasks. They are illustrated in Figure 7.

Costly memory moves are avoided by “swapping” mem-
ory blocks between computing elements. This strategy pro-
vides an efficient and predictable data flow without costly
memory move operations.
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Figure 7. Ping-Pong memory blocks.

6 Functional mapping

The four main kernel functions performed by a rake re-
ceiver are:

1. Delay equalization.

2. Multi-Path search.

3. De-scramble and de-spread.

4. Maximum Ratio Combining.

By separating the de-scrambling (using Gold codes) oper-
ation from the de-spread operation (using OVSF codes),
the same hardware can be re-used between operations in
WCDMA and TD-SCDMA systems. The mapping of the
Rake finger functionality to hardware blocks is shown in
Figure 8. First the 4-way complex ALU unit are used to
de-scramble the received data. By later feeding each accu-
mulator with the corresponding OVSF-code the architec-
ture can run de-spread on four simultaneous OVSF codes.
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Figure 8. WCDMA Rake mapping.

The channel estimation task is also mapped to the same
SIMD units as the Rake finger processing. Correlation with
the spreading/pilot sequence is performed by the Com-
plex ALU, whereas peak detection and absolute maximum
search is performed by the CMAC unit.

7 Scheduling

In packet based systems such as IEEE802.11b, the frame is
so large that it cannot be stored entirely in memory. This
requires the channel estimation process to be completed
before the reception of the payload data. As a result of
this, the required processing performance is huge during
the preamble stage. This is illustrated in Figure 9.
The processor architecture must have a peak performance
matching the worst case computational load encountered.
In this case all hardware resources are allocated to the chan-
nel estimation process during the preamble. However, in
WCDMA systems, channel estimation can be performed at
the same time as the reception of data since a pilot channel
is always transmitted.
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Furthermore, the communication network and memory re-
sources are statically scheduled in order to reduce the com-
plexity of the memory architecture while maintaining a pre-
dictable worst case timing. To achieve optimal resource
utilization, the number of computing elements is balanced
between SIMD clusters so that each subtask consumes ap-
proximately the same number of clock cycles.

7.1 Power considerations

The processor architecture is designed with low power
techniques in mind. The control paths are minimized due
to the inherit control locality of the CSIMD architecture.
Furthermore, single port memories are used to reduce the
power consumption due to memory accesses. Also, when
an execution unit is not used, it’s inputs are masked to re-
duce unnecessary activity on internal logic.

8 Results

The main focus of this paper has been on a flexible and
efficient micro-architecture capable of performing MRC-
based channel equalization for common and future CDMA
based communication standards in software.
We have presented a system architecture, a memory
sub-system and we have mapped Rake kernel functions
to this architecture. The kernel functions used by Rake
receiving algorithms are benchmarked on the hardware
and the result is listed below. Benchmarks illustrate the
following cycle cost for different Rake kernel functions:

Kernel Cycle
function Length cost
vabsqr 64 66 |xi|

2

vmul 16 18 ci · xi

vmac 256 132
∑

ci · xi

vmac2 256·2 260 2||
∑

ci · xi

vsmac 64 18
∑

(±1 ± i) · xi

vsmac4 64·4 70 4||
∑

(±1 ± i) · xi

Limitations on the interconnect network restrict the data
alignment for data used in parallel vector instructions such
as vmac2 and vsmac4. Complete receiver algorithms,
including multi-path search and Rake finger processing are
also benchmarked. The following results were achieved:

Standard Required operating frequency
WCDMA 76 MHz
WCDMA-TDD 76 MHz
TD-SCDMA 65 MHz
IEEE 802.11b 72 MHz

As shown in the table above, this architecture is capable
of performing all kernel functions associated with a rake
receiver for the standards discussed at a clock rate not ex-
ceeding 76 MHz. This limit is given by the memory access
rate for WCDMA. The cycle cost of control code execution
is masked by vector operations running in parallel.

9 Conclusion

Programmability is essential for multi-standard baseband
processors. In order to be able to process high band-
width communication standards in a programmable proces-
sor new architectures are necessary. As a response to this,
we have presented a micro-architecture for programmable
baseband processors targeted at software defined radio ap-
plications. We have also presented a mapping of Rake
kernel functions to our programmable baseband processor.
Our architecture is versatile and area efficient since we en-
sure maximum utilization of each execution unit.
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